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1 INTRODUCTION

Regulatory experimentation through combinations of soft law, hard law, and novel collabora-

tion approaches is gaining ground in the increasingly busy field of technology regulation [1].

The EU’s proposed AI Act1 [2] includes several measures to protect innovation, of which sand-

boxesareone. Sandboxesareakindof regulatoryexperimentation, however, the termsandbox

is also used in computer science to describe an isolated environment used for testing or analy-

sis [3]. Sandboxes conjure up an image of a physical environment, with thewalls of the sandpit

preventing uncontrolled effects. However, in reality they are mostly a legal construct, rather

than a physical space. Exactlywhere sandboxes are physically hosted andoperated is not clear

at present2.

The regulatory sandboxes envisaged by the AI

Act are the largest such regulatory experiment

ever attempted. While there is no requirement

for AI providers or deployers to utilise sand-

boxes, therearebenefits forbothregulatorsand

innovators.

This report defines and describes sandboxes from a regulator and an innovators perspective,

analyses theirhistoryandmodalities, explainshowtheEU’sAIActenvisagessandboxes, identi-

fies potential areas of innovation that could assistwith the delivery of sandboxes, and analyses

the potential impact of the sandboxes. It also points to differences between the Commission

proposal and the Parliament proposal, which have significant differences. The differences are

also listed in an appendix, section 7.3.

It endswith an illustrative case study of howanAI sandbox couldwork in the context of a com-

mon financial services use case.

AI SANDBOXDEFINITION [4]

A regulatory sandbox is a controlled environment established by a public authority that

facilitates the safe development, testing and validation of innovative AI systems for a

limited time before their placement on the market or putting into service pursuant to a

specific plan under regulatory supervision

1Although theAI Act is properly described using the phrases ’proposed’ or ’draft’, hereafter in this document it

will just be referred to as the AI Act for brevity. Where a specific version is referred to, it is explicitly referenced.
2Practically speaking, it may be economically and logistically difficult for regulators to provide a hosted envi-

ronment given the infrastructure demands of some AI systems. On the other hand, where data is being shared

between organisations solely within the context of the sandbox, it may be very appropriate.
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2 SANDBOXES INGENERAL

2.1 HISTORYOF SANDBOXES

Although legalexperimentationbegan infinancial servicesasearlyas1999 [5], theoperationof

regulatory sandboxes canbe tracedbackonly to theearly2010swhen the concept emergedas

a response to the challenges faced by regulators in keeping pacewith the rapid advancements

in technology, particularly in the financial services sector.

Faced with large-scale technological innovation in regulated markets, regulatory actors have

four main approaches: do nothing, allow flexibility on a case-by-case basis, provide a struc-

tured context for experimentation or plan to reform/adapt better regulation. Recently, struc-

tured contexts for experimentation have become popular - this is a sandbox.

A regulatory sandbox is a framework set up by one or more regulators to collaboratively test

innovations by one or more third parties in a controlled environment, operating some kind of

special exemption, allowance, orother limited time-boundexception, andunder theregulator’s

supervision.

In 2015, the Financial Conduct Authority (FCA) in the United Kingdom launched the world’s

first regulatory sandbox. The FCA’s sandbox aimed to foster innovation in the FinTech indus-

try while maintaining consumer protection and financial stability [6]. It provided a controlled

environment forFinTechstartupsandcompanies to test their innovativeproductsandservices

under relaxed regulatory requirements.

In2016, theMonetaryAuthority of Singapore (MAS) introduced theFinTechRegulatorySand-

box [7]. MAS aimed to position Singapore as a leading FinTech hub by providing a conducive

environment for experimentation. The sandbox allowed companies to test their FinTech solu-

tions, receive guidance from regulators, and validate their business models before obtaining

full regulatory approval.

Following the success of theUKand Singapore sandboxes, several other countries and regions

adoptedtheconcept. Regulators launchedsandboxes inAustralia,Canada,HongKong,Malaysia,

Thailand, and the United Arab Emirates. These sandboxes catered to their respective juris-

dictions’ specific needs and regulatory landscapes, facilitating innovation in FinTech and other

sectors.

While regulatory sandboxes initially focusedonFinTech, the concept expanded toother indus-

tries. Sandboxes were established in sectors like health technology [8] and energy technology

[9]. This diversification allowed for innovation in various domains while ensuring compliance

with sector-specific regulations.
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Over time, regulatory sandboxes have evolved rapidly. Regulatory authorities incorporated

lessons learned from the early sandboxes, refined their approaches, and introduced guidelines

andframeworks [10] toenhancetheeffectivenessof sandboxes. Authoritiesengaged inknowl-

edge sharing and international collaboration to exchange best practices and shape regulatory

approaches.

In 2020, the European Council adopted a set of conclusions on the role of regulatory sand-

boxes and experimentation clauses in an innovation-friendly, future-proof, sustainable and re-

silient EU regulatory framework [11]. The European Council defines regulatory sandboxes ’as

concrete frameworks which, by providing a structured context for experimentation, enable where ap-

propriate in a real-world environment the testing of innovative technologies, products, services or ap-

proaches (...) for a limited time and in a limited part of a sector or area under regulatory supervision

ensuring that appropriate safeguards are in place’. The inclusion of experimental instruments in

the regulation ofAI can be partially explained by the need to accommodate rapid development

and complexity [12].

The history of regulatory sandboxes demonstrates the recognition by regulators and policy-

makers of the need to balance innovation and regulation in rapidly evolving industries. Sand-

boxes have provided a platform for collaboration, experimentation, and learning, enabling reg-

ulators to adapt and develop effective frameworks that support responsible innovation.

Regulatory sandboxes offer an environment where innovators can conduct limited tests of

their innovations with fewer regulatory constraints, real customers, less legal risk, and en-

hanced dialoguewith regulators. As discussed later, these environments can be used as a pro-

innovationmeasure to support the AI Act.

2.2 GENERALOBJECTIVESOF SANDBOXES

From a legal perspective, a regulatory sandbox refers to a controlled and temporary frame-

work established by regulatory authorities to facilitate innovation in regulated industries. The

sandboxoperatesunder specificguidelinesand regulatory frameworks tailored to theneedsof

the participating industry. The sandbox framework enables regulators to closely monitor par-

ticipants’ activities, assess risks, and gather valuable insights to provide guidance and inform

future regulatory approaches.

The specific objectives of sandboxes can vary based on the regulatory context. Some typical

goals include:

• Promoting innovation: Sandboxes aim to foster innovation by providing a controlled

space where startups and companies can test and develop new products, services, or

businessmodels. Sandboxesencourageexperimentationandcreativitybyremovingspe-
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cific regulatory barriers or offering flexible regulatory frameworks.

• Regulatory learning: Sandboxes allow regulatory authorities to gain first-hand experi-

ence and insights into the regulatory implications of new technologies and innovations.

This learning process helps regulators stay informed about emerging trends, risks, and

opportunities in the FinTech sector. By actively participating in the sandbox environ-

ment, regulators can refine their regulatory approaches and make informed decisions

regarding policy changes or updates.

• Regulatory compliance: While promoting innovation, sandboxes ensure participating

companiesadhere to relevant regulatory requirements. Regulatoryauthoritiesestablish

specific guidelines for operating within the sandbox, outlining the compliance measures

thatparticipantsmust follow. Thishelps regulatorsunderstandandassesspotential risks

associated with innovative FinTech solutions.

• Consumer protection: Protecting consumers is a crucial objective in some sectors. By

monitoringandoverseeing theactivitiesof companies in the sandbox, regulatoryauthor-

ities can assess potential risks and ensure that consumer interests are safeguarded. This

objective involvesestablishingmechanisms tohandle customer complaints, ensuring fair

treatment, and addressing privacy and data security concerns. Sandboxes can limit con-

sumer impact through sandboxes in terms of numbers, but also in other ways such as

obtaining enhanced consent from consumers.

• Collaborationandknowledgesharing: Sandboxesenableregulators, innovatorsandcus-

tomers to collaborate and share insights. By fostering dialogue and collaboration, sand-

boxes can enhance the understanding of emerging technologies, business models, and

regulatory challenges. This objective facilitates the development of informed and prac-

tical regulatory frameworks that can adapt to the rapidly evolving technology landscape.

• Market monitoring: Sandboxes provide regulatory authorities with an opportunity to

monitor developments in the market closely. By observing the behaviour and impact of

new products, services, or business models, regulators can assess potential risks to so-

ciety, personal data, market stability, competition, and financial integrity. This objective

helps regulators pro-actively address any emerging challenges.

2.3 KEYCHARACTERISTICSOF SANDBOXES

Sandboxes are an experimental regulatory approach that also provide the opportunity to pro-

actively refineregulatoryguidance. Thisapproachdiffers fromevidence-basedmethods,which

rely on existing data, expertise and scientific information, as sandboxes actively seek newdata

points and stakeholder learning [5].
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FIGURE 1: KEYCHARACTERISTICSOF SANDBOXES

2.3.1 ENTRYCRITERIA

In some countries, anyone can apply for a sandbox. In other countries, they may need to be

already licensedor approved foroperation. For example, in theUK, afirmmayapply for limited

regulatory authorisation before full authorisation to offer financial services.

Other criteria that can be used include:

• The innovation may need to be sufficiently novel in some sandboxes to deserve special

focus [13].

• Regulatorsmayalsodeterminethat there isadequateregulatoryclarityalreadyavailable

about the proposed innovation.

• The innovationmay need to be of benefit to consumers or society.

• The innovationmay also need to be at a certain level of development. For example, test-

ing an innovation that does not yet functionmay be impossible.

• Regulators may also consider particular risk factors likemarket stability.

• The applying organisationmay need to have sufficientmanagement controls on entry to

protect against risks.

• The regulators may consider whether the company trying to innovate is too big. Some

have proposed that Google, Amazon, Meta andMicrosoft should not be allowed to par-

ticipate as they are already ’too big to fail’ [14]. Indeed, these companies may prefer to
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litigate their use of innovations post-hoc.

2.3.2 STAKEHOLDERS

Regulatory sandboxes typically involve stakeholders who play different roles in the sandbox

ecosystem. Regulatory sandboxes provide a unique platform for regulators and innovators to

collaborate, experiment, and learn in a controlled environment. This engagement can also sig-

nificantly benefit the development of international or harmonized standards by fostering col-

laboration, identifying regulatory gaps, providing feedback, and facilitating the alignment of

regulatory approaches.

Research focusing on qualitative analysis of the interactions between regulators and regula-

tees in sandboxes claims that [15]:

• Regulatees benefit from access to informal and formal networks, either in the provision

of advice or cross-border introductions.

• Knowledgeexchangedduring thesandbox increasesregulatorunderstandingofconstraints

and risks arising from new technologies, improvingmonitoring practices.

• The frequency of interaction increases the understanding of each party.

• The interaction improves the regulatees risk management practices.

• The creation of a common language positively affects knowledge exchange.

The same research also warns that:

• Asymmetrical information exchange restricts regulatees’ willingness to share best prac-

tices.

• Regulators’unwillingness tomakeregulatorychangesnegatively impacts regulatees’ test-

ingmanoeuvrability.

The specific stakeholders involved in a sandbox can vary depending on the jurisdiction and ob-

jectives of the sandbox. Here are some examples of stakeholders that could be involved in reg-

ulatory sandboxes:

• Regulatory Authorities: Regulatory authorities, such as financial regulators, healthcare

regulators, energy regulators, or other relevant regulatory bodies, play a central role in

establishing and overseeing regulatory sandboxes. They define the framework, guide-

lines, and regulatory exemptions for participants. Regulatory authorities are responsi-

ble for monitoring and assessing the risks associated with sandbox activities and ensur-

ing compliancewith applicable regulations. Data protection and privacy authorities play
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a crucial role when sandbox activities involve collecting, processing, or sharing personal

data.

• IndustryParticipants: startups, technologycompanies, establishedfinancial institutions,

healthcaretechnologyproviders, energytechnologycompanies, orother innovativefirms

are the primary participants in regulatory sandboxes. These companies bring their inno-

vative products, services, or business models to the sandbox for testing, validation, and

development. They collaborate with regulators, adhere to sandbox guidelines, and pro-

vide feedback to shape future regulations.

• Consumers/Users: Consumers or end-users of the products or services being tested in

the sandbox are important stakeholders. Their feedback, experiences, and protection

are considered during sandbox testing. The involvement of consumers helps regulators

understand the potential impact of innovative solutions on consumer rights, privacy, and

overall user experience.

• Civil Society: Civil society refers to the diverse and interconnected network of volun-

tary associations, organizations, and individuals that exist beyond the realms of govern-

ment and the market. It encompasses a wide range of non-state actors, such as non-

governmentalorganizations, communitygroups, advocacyorganizations, andphilanthropic

institutions, which collectively engage in social, cultural, and political activities aimed at

promoting civic engagement, social cohesion, and the protection of individual and col-

lective rights within a society. Such groups can bring unique perspectives to regulatory

considerations in sandboxes.

• Regulatory Support and Advisory Bodies: Some regulatory sandboxes involve support

or advisory bodies that provide participants guidance, expertise, and assistance. These

bodies can include innovation hubs and regulatory innovation teams.

• IndustryAssociationsandStandardsOrganizations: Industryassociationsandstandards

organisations relevant to the sector covered by the sandbox may be involved as stake-

holders. Theseorganisationsprovide industry-specificexpertise, promotebestpractices,

and contribute to developing sector-specific regulations. They collaborate with regu-

latory authorities and participants to ensure that sandbox activities align with industry

standards and norms.

• Academia: The involvementofAcademic stakeholders canbeparticularly use in the con-

text of nascent and emerging technologies that are under active research.

The involvementof stakeholders canvarydependingon thenatureof the sandboxand the spe-

cific sector it covers. The collaborationand interactionamong these stakeholders are essential

for the success and effectiveness of regulatory sandboxes.

Europe’s AI Sandboxes: Navigating Regulatory Evolution 9



October 2, 2023

2.3.3 LEGAL BASIS

By legal basis, we mean the means by which the the sandbox has authority has to waive, re-

lax or not enforce certain obligations. A sandbox can be created by a legislative body in new

regulation itself or by an existing regulator with existing regulation.

Theextent towhichregulatorscanexercisediscretiondependsontheir legalbasis fordecision-

making. This may be difficult in a cross-regulatory context. Some argue that single regulator

sandboxes entrench existing regulatory borders, reduce economies of scale and create super-

fluous restrictions [16].

2.3.4 METHODS

Methods can firstly vary by legal approach, in the context of the legal basis. For example, sand-

boxes can experiment by derogation or by devolution [17]. Derogation means that rules or

guidance are put aside for participants in the sandbox in exchange for alternative rules. Devo-

lution implies geographic (e.g. state) or vertical domain waivers (e.g. national security). One

US example of this is for the testing of UAVs3, FAA4 regulations were waived for specific par-

ticipants, in a specific geographic area, for 30months [18].

Methods can also vary based on theway that the regulator interactswith the regulatee. Regu-

lators in a sandbox can provide bespoke individual guidance, that is, customised guidance pro-

vided to the innovator. Regulators can ’provide comfort’ about what they consider compliant

behaviour and their approach to enforcement [19]. They can also provide ’no action letters’,

stating that they won’t enforce something.

Other legal methodsmay include commitments

about protection of intellectual property to the

innovator, and protection from civil liability.

In many sandboxes, the action taken, or partici-

pation in the sandbox itself, is time-limited. The-

oretically, the time limit depends on the context

and is not set [19]. In practice, it usually varies

between six and twelvemonths [17].

Methods are likely to vary across sectors and risk profiles. For example, themethods used by a

medical regulator dealing with a large-scale test of an AI system that poses risk to life, may be

quite different to those used for a creditworthiness assessment.

3Unmanned Aerial Vehicle
4Federal Aviation Authority, USA
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2.3.5 JURISDICTION

By jurisdictionwemean the geographical authority, or the authoritywithin a specific sector or

the authority tomake legal decision over a particular matter.

Some jurisdictions opt for international collaboration by establishing agreements or partner-

shipswithother countriesor regulatorybodies. This approachpromotesknowledgeexchange,

shared experiences, and harmonization of regulatory approaches across borders. It enables

companies to operate in multiple jurisdictions and facilitates cross-border innovation.

However, it has not so far been very successful. In May 2022, the Global Financial Innovation

Network (a network of financial services regulators) launched a cross-border sandbox span-

ning 23 regulators [20]. Thirty-eight firms applied, and it was noted that the entry criteria

for each regulator were different, creating issues in the application process. Following assess-

ment, only nine firmsmade it through to ’testing development’, and two firmsmade it through

to the live testing phase. A critical conceptual challenge pointed to in the report on the sand-

box is that regulators were unwilling to engage in the harmonization of requirements, which

led to difficulties in selecting innovators to progress.

Some jurisdictions, such as the EU, support cross-border recognition of licenses awarded by

one state and are pursuing internal cross-border sandbox initiatives [21].

2.3.6 TIMING

Of particular importance is whether the sandbox is operating in the ’real-world’ during the

sandbox.

Sandboxes canoperateex-ante, that is, beforeplacingaproductor serviceon themarket. They

can also operate ex-post, in a market surveillance or with limited approval for the operator.

Operating ex-ante is the easiest option, as it means that consumers and markets cannot be

harmed during the sandbox operation. Typically, operating ex-ante means considering design,

implementation and test results fromaproduct perspective andmanagement systems froman

organisational perspective.

Operating ex-post or in a market surveillance model may involve allowing specific customers

to use the application or allowing it to be used in a limitedway. This can allow greater learning,

as regulators can see the results of their guidance in the real world, and innovators can see the

impact of the guidance on their innovation or business model.

Operating ex-post has implications that regulators need to consider carefully. What harm is

possible toconsumers? Whatrisksmaymanifestaffecting fundamental rights, healthorsafety?

Does particular consent or information need to be given by affected citizens?
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2.3.7 THROUGHPUT

Regulatory sandboxes have yet to be shown to be scalable [22] for innovators. FCA sandboxes

in the UK typically have 18-24 participants in each cohort in comparison to the 50,000 com-

panies the FCA regulates [23], and each is over-subscribed several times [24]. This is presum-

ably due to the cost and risk to the regulators, explored in the next section. Existing sandboxes

dealing with AI applications specifically typically have a cohort in single digits number of par-

ticipants.

2.4 BENEFITS ANDRISKSOF SANDBOXES

Case-by-case experimentation and provision of regulatory clarity through no-action letters

and restricted licenses has upsides and downsides for regulators and innovators [22].

For regulators, one downside is the risk of liability for decisions and the effort associatedwith

bespoke choices. The degree to which they may have liability depends on the specific legal

context, their competency, and the information symmetrywith the innovator [17]. The assess-

ment and analysis criteria that they usemay not capture the effect of a product on themarket

or consumer risk [25].

When regulators make decisions, they have high levels of information exchange with the par-

ticipants and can adjust their approach more easily. They can also benefit from first-hand ex-

perience with innovation, thus building capacity [17].

For innovators, the process of obtaining such regulatory comfort is often costly outside of a

sandbox (or innovation hub). Firms need to procure legal advice and develop applications and

reports. Each application will require in-depth development. On the other hand, this can be

more cost-effective than taking legal risks or acquiring legal advice in emerging regulatory ar-

eas. Additionally, the public association with the regulator may encourage investment [15].

Regulators can also offer financial incentives [7].

Ensuring equitable involvement in sandboxes is crucial for the market. The overall ecosystem

gains advantages from the improved regulatory transparency they offer. As described, those

engaging in the sandbox experience a degree of regulatory comfort for specific compliance as-

pects. As adhering to regulations can incur substantial expenses, this presents a compelling

motive to take part in a sandbox, thus bolstering competition. However, the regulator must

strike a balance in this aspect. Theymust guarantee that non-participants in the sandbox don’t

perceive any bias or injustice.

Sandbox participants receive insights and counsel from other stakeholders that propel their

innovation forward. This has the potential to create a perception of unfair competition, where

the regulator elevates the market potential of a single player at the expense of those who opt
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out of the sandbox program.

In conclusion, the key risks of sandboxes relate to regulator capacity, equitable involvement

of the market and the entry criteria for selecting participants. The key benefits are the regu-

latory learning for regulators, the cost benefits for innovators, as well as the attractiveness of

regulatory association to investors.

3 SANDBOXESANDTHE EUAI ACT

3.1 INTRODUCTION

In theprevious sectionwedescribe the general characteristics of sandboxes. In this sectionwe

look specifically at the AI Act in Europe, and its provisions relating to sandboxes.

Many stakeholders are concernedabout the impact of theAIAct on innovation. Theproposers

of the Act have primarily addressed this through a focus on technical standardisation and the

presumption of conformity [26] and regulatory sandboxes.

In theCommissiondraft [2],member states are not required to set up anAI sandbox. However,

in the latest Parliament draft [4] the are required to set up at least one. However, theymay do

it jointly with another member state. Sandboxes can also be set up at a more local level or by

the EC. Parliament’s version also introduces a firm definition of sandboxes, instead of leaving

it to the recitals.

The EUAIAct attempts tomeetmany of the objectives listed previously: fostering innovation,

ensuring compliance, and regulatory learning. These objectives are described inmore detail in

the Parliament version. Notably absent is any focus on the consumer.

A new Article 53a added in the most recent Parliament [4] amendments states that the sand-

boxes shall facilitate the development of tools and infrastructure for testing, benchmarking,

assessing and explaining dimensions of AI systems.

The following section analyses the proposed AI sandboxes in the AI Act in the context of the

characteristics previously described, and sandboxes that havemobilised at the time ofwriting.

Although the first sandbox proposed under the EU’s AI Act is in Spain, other countries have

worked with AI systems in other sandbox contexts, for example data privacy. In the UK, Nor-

way and France, Data Privacy Authorities have launched regulatory sandboxes that are work-

ing with single digit numbers of AI companies, in specific targeted areas of innovation [12]. In

Germany, a regulatorysandboxofferedatestbedfor7months forautonomousdeliveryrobots.

Russia also introduced a regulatory sandbox for AI technologies in 2021.
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Figure 2 shows the current state of AI sandboxes across the world. In Europe, most member

states havepublished a national AI strategy [27] that referencesAI regulatory sandboxes. Two

member states are at the call for participation stage (Spain and France), and there are sand-

boxes that mention AI in their objectives are live in four member states: Germany, Norway,

Denmark and Sweden.

3.2 ENTRYCRITERIA

The Commission text is clear that the process must be transparent, fair, and open to any AI

provider whomeets specified criteria. Implementing acts will providemore details.

The Parliament version of the AI Act seems to be limiting participation to AI providers5, which

this report recommends extending to deployers (see section 3.1).

It is clear that specified criteria for participation will be provided. This is important, as regula-

tory experimentation tends to be viewed as unfair by those in industry that do not participate

and could even be subject to world trade disputes - noting that China has already raised five

trade disputes in relation to the AI Act [28].

If thesandboxresults insomeprovidersgettinga lotof freeadviceat theexpenseof theprovider’s

competition, then themarket may end up worse off [29]. Full transparency of regulatory find-

ings andguidancewhile protectingpersonal andprivate informationwillmaximise thepositive

impact of the sandbox.

Some legal researchers [30] also point to Article 20 of the Charter of Fundamental Rights.

There is existing case law relating to discrimination in relation to the equitable application of

regulatory experimentation.

5’regulatory sandboxes are open to any applying prospective provider of an AI system’
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JUDICIAL OPINION OF ADVOCATE GENERAL POIARES MADURO, CASE C127/07

SOCIÉTÉ ARCELORATLANTIQUE [31]

[It is] in the very nature of legislative experimentation that tension with the principle of

equal treatment should arise. The very idea of ’learning by doing’ requires that the new

policy be applied to only a limited number of its potential subjects to begin with.

As a result, the scope of the policy is artificially circumscribed so that its consequences

can be tested before its rules are extended, if appropriate, to all operators who might,

in the light of its objectives, be subject to it. That said, recognition of the legitimacy

of legislative experimentation cannot invalidate any criticism that might be levelled

against it from the point of view of the principle of equal treatment. The discrimination

which experimental legislation inevitably entails is compatible with the principle of

equal treatment only if certain conditions are satisfied.

The experimental measures must first of all be transitory. That is indeed the case with

theDirective. Article 30provides for a reviewof theDirective on thebasis of experience

and progress achieved in the monitoring of emissions of greenhouse gases with a view

to including other industrial sectors and emissions of other greenhouse gases in the

greenhouse gas emission allowance trading scheme. In application of that provision, the

Commission proposed the inclusion of aviation activities [...]

Second, the scopeof the trialmeasuremust be defined in accordancewith certain objec-

tive criteria.

In terms of maximising regulatory learning, diversity of participation from a technology and

use case perspective should be maximised. In terms of maximising national innovation, the

perceived national benefit should bemaximised. These goalsmay conflict and there is likely to

be latitude for regulators to affect throughput by limiting the novelty of innovation. If a sand-

box applicant represents a similar use case and technology to one already examined, should

the sandbox admit the new organisation? The AI sandboxes that are mobilised now generally

require novel innovation and range between the general [32], selecting specific sectors [33],

companies and use cases [34] [35].

Currently, the Parliament text gives priority access to SMEs established within the EU, and

projects specifically intended to produce socially and environmentally beneficial outcomes.
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3.3 STAKEHOLDERS

The Commission’s text proposes that sandboxesmust facilitate the involvement of other rele-

vant actors within the AI ecosystem, including the public and private sectors. The Parliament

version of the Act [4] gives examples6 such as notified bodies and standardisation organisa-

tions, SMEs, start-ups, enterprises, innovators, testingandexperimentation facilities, research

and experimentation labs and digital innovation hubs, centres of excellence and individual re-

searchers. This is amuchwider andmore complex set of stakeholders than participated in the

FinTech-generation regulatory sandboxes.

The AI Act was originally intended to primarily put obligations on the AI technology providers

and still does in large parts of the text. However, various factors have influenced the interpre-

tation of this during the development of the regulatory framework.

Firstly, it has become clear during the last year that the market has shifted towards founda-

tionmodels [36] [37]. Thesemodels are redistributed business to business and then retrained

by AI deployers, thus inheriting most legal obligations directly. It is likely that an AI deployer

making aminormodification to a purchased foundationmodelwould then be considered anAI

technology provider, incurringmany additional obligations.

Secondly, international technical standards have progressed. They now describe [38] the dif-

ference between an AI Technology Provider, AI Data Provider, AI Platform Provider, AI Inte-

grator, AI User/Operator and AI Subject. The obligations in the AI Act, and likely supporting

standards body of work, are starting to look a lot more distributed.

The AI standardisation community has developed an AI management system [39] and impact

assessment for deployers to apply. Deployers bear the brunt of the obligations in standards as

they canpass obligations down the supply chain, andonly they can control important riskman-

agement techniques (guardrails) like human-in-the-loop strategies, operator training, testing

of inputs, data pipelines and ongoing monitoring. In progress standards on topics like AI bias

place explicit technical requirements on different AI stakeholders, including AI deployers.

While none of these standards are yet harmonized by the European Commission, if emerging

consensus on technical best practice in standards is following amore nuanced and defined ap-

proach than the legal text, the standardswill be difficult to ignore on the ground in an enforce-

ment context.

Given this complexity, it needs tobe clarified that theAI sandboxes shouldnot limit themselves

to AI providers and SMEs. There is plenty of need for AI data providers, deployers7 and other

6Article 53a
7AIdeployers are theorganisationsunderwhoseauthority the systemwouldbeoperated. Theyarealso some-

times referred to as AI users
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stakeholders to participate. For example, one study inmedicalAI applications states that ’From

a regulatory perspective, the performance ofAI-based systems should be tested under real-world con-

ditions in the hands of the intended users and not as stand-alone devices. Only then canwe expect to

rationally adopt and improve AI-based decision support and to accelerate its evolution.’ [40].

Civil society stakeholders have also called for different objectives from the proposed AI sand-

boxes:

• The European Digital SME Alliance has called for sandboxes to provide individualised

guidance to SMEs onwhether particular systems should be classified as high-risk [41].

• TheEuropeanTradeUnionConfederation has called for the use ofAI in theworkplace to

be excluded from regulatory sandboxes [42].

• BCS, The Chartered Institute of IT in the UK, recommended to the UK government that

the use of AI sandboxes should be encouraged beyond a purely regulatory need - for ex-

ample, to test the correct skills and registration requirements for AI assurance profes-

sionals and how best to engage with civil society and other stakeholders. [43].

The Parliament amendments [4] introduce a new Article 29a requiring an impact assessment

for high-risk AI systems. Within that text, it also requires deployers to make efforts to involve

representatives of the persons or groups of persons that are likely to be affected by the high-

risk AI system. These include equality bodies, consumer protection agencies, social partners

and data protection agencies.

3.4 LEGAL BASIS

It is not currently clear what the legal basis for the sandbox will be. This is because the Com-

mission version of theAIAct [2] differs significantly from theParliament’s recent amendments

[4]. The Parliament version mandates at least one sandbox per member state and provides a

legal basis for theAI sandbox, whereas theCommission version does not require this, andmay

require additional national legislation [30].

Parliament’s version [4] sets out that participants remain vulnerable to liability legislationwith

no exemptions. However, provided they follow guidance, no administrative fines shall be im-

posed by the authorities.

However, it is notable that the AI Act still needs to be agreed upon, and yet at least one juris-

diction has launched a sandbox in advance of the final text [44]. Even if the Act were finalised,

it is not clear that it would be at all easy to determine compliance. For example, Article 10 of

the AI Act [2] contains the following requirement:
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Training, validation and testing data sets shall be relevant, representative, and to the best extent

possible, free of errors and complete. They shall have the appropriate statistical properties, includ-

ing, where applicable, as regards the persons or groups of persons onwhich the high-risk AI system

is intended to be used. These characteristics of the data sets may be met at the level of individual

data sets or a combination thereof.

Many will want to knowmore precisely what this means given a particular context. There are

three routes to obtain clarity, for a standard to be granted harmonized status, for a regulator

to provide guidance, or for a court tomake a decision based on the intent of the law.

Standards provide best practices, and there are standards thatmay in future develop into har-

monized standards on AI bias by implementing amanagement system [39], specific bias treat-

mentmeasures [45]andstandardiseddataqualitymeasures [46] that canbeapplied to training

data. This may be sufficient if the EC agrees this provides a presumption of conformity, but it

only covers due process rather than outcomes.

The importantmatter is reallywhether the trained, resulting systemdemonstrates sufficiently

equivalent accuracy across, for example, demographic groups. We want to know that the AI

system does not show unwanted bias; the data used for training isn’t necessarily important.

But howsufficiently accurate is sufficient? There is noway to answer thiswithout understand-

ing the system’s context or intended purpose. An organisation will need to conduct a risk and

impact assessment to support a view that fundamental rights and values would not be unduly

affected. However, it is difficult to see howa regulator, court or sandbox could accept or reject

that viewwithout an adequate and comparable alternative.

A separate but related concern is that meeting the concerns of all stakeholders may not actu-

ally be possible [47], and tradeoffs may ultimately have to be made between accuracy for the

average person and accuracy for aminority group.

Looking at AI sandboxesmobilising around theworld, they generallyworkwithin existing data

privacy regulation and enforcement ecosystem as legal basis. With some exceptions:

• The AI sandbox in Germany was conducted in 2019 and represents a very specific use

case to test autonomous delivery robots with an exemption from two road and vehicle

related regulations [35]. This specific sandbox lasted 7months and offered a test bed for

a specific innovation.

• InRussia, a federal law in2021 [48]enabledexperimental legal regimes tobeestablished.

The conditions for these regimes includes the necessity that the current regulation con-

tains restrictions that impede innovation. It is envisaged to be effective in the context of

different regulators. It establishes a time limit that cannot bemore than three years, and
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applies within a specified territory. This follows aMoscow sandbox [49] started in 2020

and open to thosewho engage in the development, creation, introduction, implementation or

sale of artificial intelligence technologies or individual goods, works or services based on them.

• Norway [50] and Denmark [51] have also stated an intent to also use the EU’s Ethics

Guidelines for Trustworthy AI to help with decision making in their early data privacy

sandbox focused on AI [52].

3.5 METHODS

According to theCommission’s text, thedetail of the sandboxmodalitieswill bedeferred to im-

plementing acts. Still, it is notable that the latest Parliament text requires competent authori-

ties toprovideguidance toachievecompliancewith the regulations. It goes further in requiring

them to provide guidance on identifying risks, and to test and demonstrate the effectiveness

of thosemitigationmeasures for those risks. On the other hand, if risks to fundamental rights,

democracy, rule of law, health and safety or the environment cannot bemitigated immediately

- the sandbox operators can suspend the testing process and the participation in the sandbox.

Sandbox authorities are also required to cooperate within the framework of the AI Office8.

The Parliament text providesmore detail about the reporting processes than the Commission

version, and importantly requires detailed implementation reports to be published online.

Parliament’s version sets out that participation in the AI regulatory sandbox is limited to a pe-

riod appropriate to the project’s complexity and scale.

Inorder to create a structured regulatory learning feedback loop, theParliament’s versionalso

states that if a participant complies with the guidance given to them during the sandbox, then

on exit they receive presumption of conformity. This is documented in an exit report, which

market surveillance authorities and notified bodies are required to take into account in future

conformity assessments.

One of the derogations that the AI Act allows for explicitly is concerning the privacy rights of

individuals. It allows personal data to be processed solely for the legal purpose of the sand-

box. In effect, no consent is required. This derogation is only allowed in specific situationswith

specific risk treatments. Still, it is also unclear how it could apply before the AI Act takes force.

8This is referred to as the AI Board in the original Commission proposal
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UK ICO SANDBOX:ONFIDO

Onfido provides remote biometrics identification software, using AI, to end clients such

as financial services. From July 2019 to August 2020 it worked inside the ICO sandbox

to successfully mitigate bias risks in its solution [53].

The regulator did not provided any advice for the technical mitigation of the risk, but

provided significant regulatory comfort that enabled it tomitigate risks. Specifically, the

ICO gave Onfido confidence that although race labels necessary for bias testing were

special category data, they could rely upon the public interest purpose for processing.

This is an example of a legal grey area, that when presented in a sandbox enabled a com-

pany to improve the trustworthiness of its AI solution.

Additionally, the Act calls for national data protection authorities to be associated with the

operation of the AI sandbox, where the systems are processing personal data. Both versions

of the text also add a public interest derogation, data that was collected for another purpose

can sometimes be processed in the sandbox without an additional legal basis (e.g. consent).

The situations where this can be done vary between the versions, however, public health and

safety, environmental protection and critical infrastructure resilience are included in both. If

this derogation is relied upon then there are a number of other requirements relating to secu-

rity, auditability,

AI sandboxes that are operated nowby data privacy regulators are inconsistent inmethods ei-

ther exempting participants from enforcementmeasures using no-action letters [32], exempt-

ing participants during the development phase [50] only, and providing no exemptions and in-

steadworking through co-creation [33] [50] [54].

Consistently all regulatory sandboxes aim to give individualised guidance in some form.

3.6 JURISDICTION

Jurisdictional issues are likely to be frequent following implementation of the AI Act.

Firstly, theremaybevariations in the interpretationof theAIActbetweenmemberstates com-

petent authorities. Secondly, andmore importantly, there aremany other pieces of legislation

that may be relevant. In Austria, for example, there are medical laws unrelated to AI that may

affect the use of AI services [30]. AI innovationmay not simply need to complywith theAI Act,

but indeed consider changes to other norms, conventions and laws. Finally, inmany cases data

privacy authorities will be just as a relevant as competent authorities under the AI Act

The AI Act encourages cross-border work within the European Union but makes little refer-
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ence to any international or sector-specific collaborations. Key to such international collab-

oration will be the speed at which harmonized European standards are available and the de-

gree towhich they diverge from international standards9. Thismechanismof globalisedmulti-

stakeholder standardisation is a goodway to collaborate internationally.

HORIZONTALVERSUSVERTICAL STANDARDS

Harmonized standards, and sometimes regulation, are often described as horizontal

and vertical. Verticals in this context are specific industries or applications.

For example, examining the harmonized standards published in relation to the EU’s

Machinery Directive [55], a general horizontal standard is ISO 12100 - Safety of ma-

chinery - General principles for design - Risk assessment and risk reduction. More specific

requirements are sometimes included in vertical standards such as ISO10218-1 - Robots

for industrial environments - Safety requirements - Part 1: Robots.

It is difficult, if not impossible, to specify detailed requirements for topics like accuracy

and oversight in horizontal standards. However, terminology, processes andmetrics can

be defined horizontally.

Sector-specificcollaborations, forexample, forconnectedandautonomousvehicles [35],would

seem like clear opportunities that may benefit from special focus later.

HEALTHCARE SANDBOX IN SWEDEN

In Sweden [34], two healthcare providers wanted to evaluate jointly training and

exchanging machine learning (ML) models for predicting readmission of heart failure

patients. It was unclear whether there was a legal basis for exchanging data. The

regulator determined that the data probably could not be shared if it was secret.

Further research [56] on this use-case has been conducted focussing on howprivacy en-

hancing technologies such as fully homomorphic encryption could assist with this prob-

lem.

3.7 THROUGHPUT

The Commission proposal contains no specific guidance about the number of sandboxes or

their throughput. The Parliament version [4] requires that Sandboxes must keep up with the

9I.e. from ISO/IEC
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demand for participation, and that they must also be free of charge to SME10 participants. At

least one sandbox is required operate to similar principles in eachmember state, and the num-

ber of startups producing high-risk AI is expected to increase significantly. Therefore, the pro-

posed AI sandbox is likely to be the largest-scale regulatory experiment ever conceived.

While budget funding, expert resourcing and sufficient training will likely be the key factors

that affect the scale of sandboxes, driving those factors is likely to be the appetite of a mem-

ber state or regulator to drive industry innovation, in contrast to producing regulatory clarity.

Clearly, that same budget and resources will be required to support national supervisory au-

thorities, notified and conformity assessment bodies - potentially creating a resource bottle-

neck across Europe.

All the sandboxes in operation run between three and twelve months and have four to eight

participants in each cohort.

In terms of estimating the amount of work required in sandboxes, it is worth considering that

existing AI sandboxes focusing on data privacy regulations go into far less detail than can be

expected of AI Act related sandboxes. For example, in the UK [53] a regulator appears to have

focussedmore on helping answer a particularly regulatory question, rather than conducting a

full technical assessment of the AI system.

3.8 TIMING

TheAI Act is clear that sandboxes apply before a system is placed on themarket, however that

is a legal concept. Placingon themarket could include, aspreviousdraftsdid, anextended ’real-

world testing’mechanism. TheCoreperdraft [57]of theAIAct includedawholeArticleonreal-

world testing and laid out a series of requirements including informed consent. Importantly,

this was considered to be separate to a regulatory sandbox. The Parliament amendments [4]

have not referenced this Article and it’s current state is unclear. It could be that real-world

testing is not permitted, or it could be that real-world testing can be conducted in sandboxes

without officially placing the product on themarket.

In many cases, it is questionable howmuch a sandbox could really achieve without real-world

end-users. If the non-real end-users are not representative of the final population, there is a

possibility that the sandboxmaynot identify risks to certain types of consumers,whowerenot

early adopters. Even if real end-users are participating, it will be necessary to ensure that they

are representative of the actual target population.

Notably, the AI sandbox in Norway [50] says that they specifically include the ongoing imple-

10Small and medium size enterprises, defined as employing less than 250 persons. They should also have an

annual turnover of up to EUR 50million, or a balance sheet total of nomore than EUR 43million.
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mentation of AI systems. While it is not ruled out by other sandboxes, most focus on product

development (ex-ante).

3.9 SUMMARYCOMPARISON

The following Table 3.9 provides a high-level comparison of historical sandboxes with both

texts of the AI Act. Further information on the AI Act differences is available in the Appendix.

HISTORICAL

SANDBOXES

COMMISSION PARLIAMENT

Entry criteria Can require novelty,

societal benefit, exist-

ing licensing, particular

size/type of company

Must be transparent,

fair and open. Im-

plementing acts to

providemore detail

Limits participation to AI

providers.

Requires easy access at

Union level. Specifiesmore

about the process. Free

entry for SMEs.

Stakeholders Typically limited to one

participant and one or

more regulators

Not specified Notified bodies, standard-

isation bodies, TEFs, re-

searchers etc.

Legal basis A sandbox can be cre-

ated by a legislative

body in new regulation

itself or by an existing

regulator with existing

regulation.

May require additional

national legislation

Mandates at least one

sandbox per member state

and provides a legal basis

for the AI sandbox.

Methods No-action letters

Individual Guidance

Methods largely to be

setout in implementing

acts.

Provide guidance on iden-

tifying risks, demonstrate

the effectiveness of miti-

gation measures. Provide

presumption of conformity

on exit. Public trans-

parency of exit reports.

Jurisdiction Usually national or re-

gional

Encourages cross-

border work

Greater role for co-

operation through the AI

Office

Timing Ex-ante and ex-post Ex-ante Ex-ante

Throughput Typically small-scale Optional Mandatory per state and

must keep upwith demand

TABLE 1: COMPARISONOFHISTORICAL SANDBOXESWITH THEAI ACT
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4 SANDBOX INNOVATION

Although sandboxes themselves are a legal innovation, by involving more stakeholders and

technology to implement the regulation, further innovation opportunities can be identified.

This section addresses such innovations.

4.1 INNOVATION INSIDE THE SANDBOX

We looked before at the different types of characteristics of sandboxes in a taxonomy. Now,

using Figure 3 we can explore how different potential innovations can affect those character-

istics.

Entry criteria

Stakeholders

Methods

Throughput

Umbrella sandboxes

Participatory AI

Progressive regulation

Standards and Certification

Structured transparency

Enables focus areas

Allowsmore flexible decisionmaking

Accelerates review

Improves decisionmaking

Encodes knowledge

FIGURE 3:MAPPING SANDBOXCHARACTERISTICS TO INNOVATIONMEASURES

4.1.1 STRUCTURED TRANSPARENCY

A recent Ada Lovelace report about the AI supply chain identifies [58] that there are not only

many types of accountable stakeholders in the supply chain ofAI systemsbut alsomanydiffer-

ent potential accountability configurations. It concludes that transparency mechanisms be-

tween the stakeholders are essential for AI regulation.

A recently published ISO/IECTechnicalReport [59] covering functional safety engineering and

AI (both of which are horizontal topics) places a lot of importance on explainability, in that it is
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key to using existing safety standardswithAI. This is because explainability allows for scrutiny

of how the system isworking. However,many systemswill not be able to rely on explainability.

Instead, many will turn to governance processes, verification and validation procedures, and

ongoing systemmonitoring.

Governance procedures must include understanding the provenance of the training data and

the processes used to trainMLmodels. This is a particularly relevant piece of information that

is likely to be needed to be exchanged. Various initiatives, such as Google’s Model Cards [60]

and theUK’s algorithmic transparency standard [61], attempt to address this, but no standard

has yet emerged. Hugging Face, the open source (but for-profit) AI provider has developed

additional guidance onmodel cards, includingmachine-readable versions [62].

Various groups have called for more advanced, technically-led regulatory innovation:

• A report by the Future Society in 2020 called on the European Commission to integrate

bothex-anteandex-postcompliancemechanisms in thesamegovernancesystem,design

shared testing facilities, and use agile approaches [63].

• Work completed by the Global Digital Foundation describes [64] an information flow in

the chain of assurance, passing an ’assurance file’ between actors to provide information

from the development and use of the AI system.

• Researchers in Finland [65] also propose that sandboxes utiliseMLmonitoring through-

out the sandbox AI system lifecycle to facilitate continuous experimentation and learn-

ing.

• Some early research [66] investigates how privacy enhancing technologies can be com-

binedwith structured transparency to enable AI governance.

The AI Act contains an article about record keeping and logging, and the European Commis-

sion, in the AI standardisation request [67], has asked CEN/CENELEC, as the lead European

Standardisation Organisation, to design technical standards supporting logging. It is possible

to envisage that the amountof data available about thebehaviourofAI systemswill grow large

and be monitored in an increasingly real-time manner. In fact, in Article 54, which covers the

use of data in the public interest, mentions effectivemonitoring tomitigate risks.

A large-scale transparencysystemforhigh-riskAI systemscould involve thecontinuousobser-

vation, assessment, andoversightofAIdeploymentsat a significant scale. Sucha systemwould

aim to detect potential issues, ensure compliance with regulations and ethical guidelines, and

maintain accountability. Key components and considerations for a large-scalemonitoring sys-

tem for AI systems could include:

• Data Collection: The monitoring system would gather data from deployed AI systems,
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whichmay include inputdata, outputpredictions, systemlogs, performancemetrics, user

feedback, andany relevant contextual information. Thisdata servesas thebasis formon-

itoring and analysis. These systemsmay also collect ground truth, where possible.

• Model Performance Evaluation: Regular evaluation of AI model performance is crucial.

The monitoring system can employ techniques like A/B testing, model comparison, and

statistical analysis to assess model accuracy, robustness, and generalisation across dif-

ferent data sets and scenarios. Continuous monitoring ensures that models maintain

high-performance levels and can identify degradation or concept drift over time.

• User Feedback and Complaints Handling: Incorporating user feedback and complaints

handlingmechanismsallows for auser-centricmonitoringapproach. The systemcancol-

lect and analyse user feedback, complaints, or reported incidents to understand user ex-

periences and address any issues promptly. This feedback loop helps improve theAI sys-

tem’s usability, effectiveness, risk management process and adherence to user expecta-

tions.

Considerations arounddataprivacy, security, scalability, and resource allocationwouldbe cru-

cial for the successful implementation of such a system.

Key innovation questions that need to be addressed in this area are:

• Should mechanisms for transparency be standardised? Or be industry or open-source

led?

• Should standardised transparencymechanismsreach into thedevelopmentprocess, into

the governance processes, or even into real-time operation?

4.1.2 PROGRESSIVE REGULATION

Looking at FinTech again, some research [22] identifies an option for better regulation. It iden-

tifies somemarket trends that may affect future regulatory sandboxes:

• Increasingly diverse geographical distribution of startups and increasing scale.

• Increasing opportunity for automated regulation driven by technical innovation.

• Increasing amounts of data available to inform regulation.

The same research encourages innovation in how regulatory sandboxes are implemented. In-

novation could lower the barriers to entry, asmore innovators could participate. For example,

innovation could reduce information asymmetry and increase transparency. It also suggests a

staged(progressive) implementation of regulation:
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• Providing non-binding advice through some form of innovation hub

• Providing a testing and test and experimentation facility

• Providing a regulatory sandbox (or umbrella sandbox) whichwidens the scope of testing

• Providing a restricted licensing scheme while innovators grow their revenue and then

progression to a full license.

Using this approach, the regulatory complexity and cost should therefore grow in proportion

to the risk and revenue, embedding proportionality.

Innova-

tion hub
Testing Sandbox

Limited

launch

Full

launch

FIGURE 4: PROGRESSIVE REGULATORY FLOW

Some AI-specific policy research [68] suggests that sandboxes can be viewed as ex-ante and

ex-post placing on the market. It envisages a virtual sandbox that supports the evaluation of

conformity of the AI-based systemwith regard to technical specifications, horizontal and ver-

tical regulation, and ethical principles in a controlled and limited testing environment. Once

conformity has been verified, sandboxes can be used to interface with the deployed AI-based

asset via the establishedmonitoring plan, so that information about its post-market function-

ing can be collected and processed. This information is used by the national supervisory au-

thority to evaluate compliance.

One example of why thismay be necessary is that AI systems can continue to learn after being

placedonthemarket11. In theUSA, theFDA12 has issueddraftguidance[69] forpre-determined

change control plans for ML enabled medical devices. These anticipate modifications in ad-

vance and determine them to be safe, removing the need for new submissions to the regulator

when themodel is updated.

Other research has highlighted the importance of auditability of AI systems given the envis-

aged focus on certification in the implementation of the AI Act [68]. Yet further research sug-

gests that a focus on governance andmanagement practices in sandboxes will help small busi-

nesses move from development to concrete implementation [70].

11This can be the result of scheduled retraining based on new data observed, reinforcement learning, or other

approaches.
12Food andDrug Administration
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4.1.3 STAKEHOLDER INTEGRATION

ANesta report on Anticipatory Regulation [71] differentiates adaptive and anticipatory regu-

lation. Anticipatory regulation brings more inclusion and engagement than a classical regula-

tory sandbox.

Anticipatory Regulation includes a wide variety of stakeholders, many of which are directly

involved in the research and evidence building activities. Autonomous vehicle (AV) testbeds,

for example, involve the coordinated actions of regulators, local authorities (often cities and

regional governments), research institutions and technology companies.

This sectionoutlines someways thatdifferent stakeholders canbe integrated into the sandbox

process.

UMBRELLA SANDBOXES

The FCA called for the concept of an umbrella sandbox to be set up by the private sector as a

non-profit [13] authorised by the regulator. The umbrella could act as a regulated entity, re-

moving a barrier to entry into financial services. Rather than just using real data, data-sharing

agreements and the use of privacy-enhancing technologies could deliver significant additional

innovation testing benefits.

Disposing of the need for licensing may less relevant to the AI Act in some sectors. Data-

sharing agreements between innovation partners could be helpful, especially if it was driven

by technology and shared amongst market participants. Thesemight be especially relevant at

the sectoral level.

SINGAPORE’S AUTONOMOUSVEHICLE INITIATIVE

Singapore created an industry committee with public and private sector members to

oversee integration of autonomous vehicles after the Land Transport Authority gave

greater flexibility around transport laws to test AVs on public roads.

A test and experimentation facility was also created to improve AV technology in both a

live and laboratory environment.

One benefit of umbrella sandbox is that they can potentially target particular use cases. For

example, an industry actor could wish to enable innovation in a specific domain with related

datasets and regulatory challenges. This domain might benefit from many different applica-

tions of AI, and different companies could collaborate, combining aspects of innovation hubs,

testing and experimentation facilities and a regulatory sandbox.

For example, medical diagnostic datasets might be identified that multiple companies would
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benefit from access to. An umbrella sandbox could establish a data trust as a service, [72] dis-

cusswith regulatory actors appropriate legalmethods for data sharing, or appropriate privacy

enhancing technologies that could be applied. Thiswould then enable datasets to be provided,

similar to a testing and experimentation facilities. Analysis with suitable stakeholders about

the risks associatedwith the datasets could be conducted in both a centrally-enabled and use-

casespecificmanner. Where innovativesolutionsare furtherdeveloped, engagementbetween

the innovator and the regulator is facilitated by the umbrella sandbox.

This approach supports innovation in both AI and regulation, in awaywhere efficiency ismax-

imised and thus cost is minimised for all parties.

PARTICIPATORYAI

Participatory AI is the involvement of members of the public in an AI project or intervention,

incorporating perspectives and experience. Public participation is an approach used in other

fields [73] and is particularly relevant given the concern about the societal impact of AI.

A wide range of participatory approaches are

possible. The Norwegian AI sandbox [74] fo-

cussed on openness and published plans, in-

sights and examples to the public. The sandbox

should benefit the public and the market, not

only AI technology providers. textbf A Nesta

report [75] from 2021 proposed a more inte-

grated operational framework for public stake-

holder engagement in developing AI, including several case studies. Other researchers [76]

conclude that participatory AI is hindered by corporate profit motives and concerns over cor-

porate exploitation, suggesting it may bemore effective outside of a corporate environment.

CAREQUALITY COMMISSION - AI REGULATORY SANDBOX

The CQC ran three sandboxes in 2019/2020 [77] focused on AI digital triage, screening

and diagnostics, and personal assistants. They found it valuable to be able to draw upon

the contributions of people with lived experience of care. This helped keep a focus on

enabling services to provide the right care for the people who need it.

Another approachused inEuropean standardisation is that tradeunions, consumers andSMEs

are given a funded voice at the table of relevant technical standards projects. This ensures

some level of public participation when reaching a consensus on soft law in the form of stan-

dards. The same approach could be used in sandboxes, drawing both public views and alterna-

tive stakeholders into the process.

At the moment civil society and social stakeholders are barely mentioned in the AI Act in the
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contextof sandboxes. Even theParliament versiononlymentions their involvement in the con-

text of AI solutions that are specifically intended to provide socially and environmentally ben-

eficial outcomes.

STANDARDSANDCERTIFICATIONDEVELOPMENT

Regulatorysandboxescanprovidevaluablebenefits tothedevelopmentof internationaland/or

harmonized standards in several ways:

• Regulatory sandboxes serve as testing grounds which enable the identification of reg-

ulatory gaps, ambiguities, or inefficiencies that may hinder the effective deployment of

their technologies. Close observation and interaction with sandbox participants allow

regulators to gain insights into these regulatory issues. This first-hand understanding of

the challenges participants face can inform discussions on the need for international or

harmonized standards to address these gaps.

• The experiences and insights gainedwithin regulatory sandboxes can be sharedwith rel-

evant standardisation bodies. Sandbox participants, including technology developers,

industry representatives, and regulatory authorities, can contribute to standardization

discussions by providing feedback, case studies, and lessons learned.

• Regulatorysandboxescanalsoserveas testinggrounds for international standards inde-

velopment. By piloting or implementing international standards within the sandbox en-

vironment, regulators can assess their applicability, effectiveness, and practicality. This

testing phase allows for iterative improvements and refinements to the standards, en-

suring they are fit for purpose and adaptable across different jurisdictions.

In addition to standardsdevelopmentorganisations, otherorganisations candevelop certifica-

tion mechanisms that support the AI Act, such as ForHumanity. The sandbox provides a plat-

form by which these certification mechanisms can be trialled in the context of the regulation

to see if they can provide alternativemechanisms of compliance.

4.2 RELATED INNOVATIONACTIVITIES

In this section,wediscuss innovationactivities thatarenotdirectly in scopeof regulatory sand-

boxes, but are related. By using innovation hubs to disseminate non-binding advice, demand

for regulatory sandbox support can be reduced. By using test and experimentation facilities to

establish industry benchmarks, decisionmaking in sandboxes can be improved.
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4.2.1 REGTECH

The growing pace of technical innovation is drivingmore granular and bespoke regulation that

is being supported by a new area of innovation, RegTech.

Generally speaking, RegTech solutions are software or technology-driven tools that help or-

ganisations automate and streamline their regulatory compliance processes. These solutions

leverage technologies such as AI, ML and big data analytics to address regulatory challenges

efficiently.

REGTECH EXAMPLES INCLUDE:

• Solutions for transaction monitoring leverage advanced analytics and anomaly

detection techniques to identify suspicious activities and potential financial

crimes. They analyse transactional data in real-time, flagging suspicious patterns

or unusual behaviours for further investigation and helping organisations comply

with AML regulations.

• Solutions for regulatory reporting automate the collection, validation, and sub-

mission of required regulatory reports to relevant authorities. These solutions

ensure accurate and timely reportingwhile reducingmanual efforts and improving

data quality.

• Solutions for riskmanagement to assist organisations in identifying, assessing, and

managing regulatory risks. These solutions use data analytics and predictivemod-

elling toanalyserisks,monitorcompliancegaps, andprovidereal-timerisk insights.

They help organisations pro-actively mitigate risks andmaintain compliance.

RegTech has historically been driven by FinTech regulatory innovation, butmany solutions are

coming tomarket tohelpwith thesegoals in theAIdomain. AsAI systemsare continually being

updated, it makes sense that technical solutions to monitor them should be used in order to

achieve the throughput of regulatory events required. In order to drive RegTech innovation

for AI compliance, it could be useful to have a text and experimentation facility dedicated toAI

compliance tools themselves.

4.2.2 INNOVATIONHUBS

Other types of innovation facilities exist in addition to regulatory sandboxes. However, the

literature is not consistent in its terminology describing them as innovation hubs, testing and

experimentation facilities anddata spaces. Innovationhubsdonotprovide thesame levelof in-

dividualised or binding guidance compared to sandboxes, therefore significantly reducing the
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cost and risk for the regulator.

Some researchers [78] define an innovation hub as simply a portal for a regulatee to obtain a

non-binding response from a regulator. The same researchers recommend an innovation hub

be run in parallel with the regulatory sandbox. Concluding that it supports innovation and reg-

ulatory learning better than a regulatory sandbox and at a greater scale.

While the EU has established a similar concept

of digital innovation hubs, they do not include

regulatory guidance within their scope. Nor is

an innovation hub likely to produce regulatory

change in the same way a regulatory sandbox

might. Nevertheless, properly funded andman-

aged to provide advice on compliance to inno-

vators may help reduce the financial burden of

complying.

Both versions of the text suggest that at least SMEs should be given access to guidance on the

implementation of the regulation. Thewording in the Parliament version is stronger andmore

specific about the way this should be achieved.

4.2.3 TESTINGANDEXPERIMENTATION FACILITIES

TheFCAintheUKoffers interesting innovation facilities focussingonprovidingsynthetic, pub-

lic or anonymised high-quality financial data sets and over 1000 APIs13 [6]. This can also be

thought of as a ’data space’ or a ’testing and experimentation facility’ - a secure environment

that pools resources together. SMEs, technology providers, regulators or governments can

also create these to test capabilities on datasets [17] and dedicate or create physical environ-

ments [35].

This concept can be extended beyond regulatory innovation to truly supporting innovators

with a platform to experiment, validate, and refine their technical solutions while adhering to

specific regulatory requirements and guidelines.

A testing and experimentation facility can also involve the creation of simulated environments

or testbedswhereparticipants candeploy and test their software, systems, or prototypes. The

sandbox environment often includes specific datasets, simulated user interactions, or simu-

lated production environments to mimic real-world scenarios. This can be achieved through

data, for example, the FCA sandbox might offer synthetic financial transactions that AI anti-

money laundering innovations can be tested with. In turn, these activities can lead to bench-

13Application Programming Interfaces are procedures that allow the creation of applications that access the

features or data of another application
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marking, that is, establishing standardsofperformance forausecase. In this example, it is clear

that regulatory experimentation to support innovation drives secondary innovation that helps

enable regulation.

The EU launched four projects to build similar facilities in 2023 [79]. These four projects will

build environments supporting healthcare, agriculture, manufacturing and smart cities.

ML benchmarks are pairings of performance metrics and datasets applied to a specific

algorithmic objective. Given any ML model, it is probably possible to select a dataset and

a performance metric that shows it performs well. Standardised benchmarks, for example

for the detection of malaria species from blood smears can be built upon specific open

datasets [80].

Benchmarks can enable regulators to evaluatewhether a solution is providing state-of-the-

art compliancewith theobjectivesof theAIAct, particularlyaroundaccuracy. An illustrative

example of this is included later in this report in section 5.2.

5 THE POSSIBLE IMPACTOF THE SANDBOX

5.1 MARKET SIZING

In this sectionwe look at the likely number of AI applications that will be subject to the AI Act,

and the likelihood they will seek advice from a Sandbox. A number of factors affect this:

The number of AI systems in scope of regulation

It is hard to determine the full impact of theAI Act, in part aswe do not know in full howAIwill

be used. For example, all toys aimed at children under 14 in Europe require conformity assess-

ment under sectoral regulations. Towhat extentwill toymanufacturers look to use generative

AI to enhance toys?

The EU’s own impact assessment [81] estimated that 5-15% of AI applications would be high-

risk andcalculated that the cost of compliance (over time)wouldbe4-5%of the spendon those

applications.

The impact assessment assumes that the average spend on an AI application development is

€170k. Thatwouldmean that their lowestimate forAI spending inEurope in2025 (€30billion)

represents hundreds of millions of AI systems. Even assuming only 5% of those are regulated,

that is still more than eight million AI systemsmade in Europe that will be regulated.

The stakeholders that are regulated
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The impact assessment is also assuming that the creation of anMLmodel in Europe creates an

instance of compliance. In fact, the creation of an ML model anywhere that is intended to be

used in Europe (or with European citizens as subjects) falls in scope.

It is also more likely the deployed AI system that is more likely to be regulated, not the ML

model. Many requirements of the Act and its supporting standards will put significant obli-

gations on deployers, as they are the ones who control the context of use and the overall risk

management system.

As a result, the EUmay have underestimated the likely demand from innovators for guidance

in the sandbox framework, and other types of measures to support innovation.

The frequency of regulatory events

Under theAIAct, a systemmust re-undergoconformityassessment if it is in scopeofAct, and is

substantially modified. It is not yet fully understood how substantial that modification should

be. The prevailing assumption is that the systemmust be changed in a way that puts it outside

of the parameters or results from the previous conformity assessment. This would potentially

include retraining an existing model, unless the previous conformity assessment had included

assertions about the potential range of change resulting from retraining, and verified it.

The timing of the regulatory events

Speaking in abstract terms, least regulatory claritywill exist at thepoint until harmonised stan-

dards are published, thiswill increasewhennotifiedbodies start taking decisions or sandboxes

start giving guidance. Then, when enforcement starts we can expect further clarity.

The furtherwe are down the path from the current point, the lower the demand for sandboxes

will be. As innovation hubs start to provide general and non-binding guidance based on clar-

ity gained from external events, it will be less necessary to seek the individualised guidance a

regulatory sandbox offers.

5.2 CHALLENGES FOR THE EU’S AI SANDBOXES

As currently planned, the EU’s AI sandboxes will be the largest scale regulatory experimenta-

tion activity ever attempted. Scaling tomeet themarket demandwill be a huge challenge. The

difference between the number ofAI systemsbeing placed on themarket and the number that

existing sandboxes can handle is stark.

It also seems inevitable thatoneof thekeychallenges for all sandboxeswill begetting theentry

criteria and application process right. This will be important to ensure the goals of protecting

competition and innovation are achieved, but also to ensure that novel innovations are priori-

tised. Only by consuming novel innovations or applications is regulatory learning achieved.

Another key challenge will be efficiently codifying that learning in future regulatory guidance
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or standards, so that the next organisation can get general guidance from an innovation hub

rather than individualised guidance from a regulatory sandbox.

Any delay to harmonized standards could result in a very high demand for individualised guid-

ance, coupled with amore expensive decision-making process for a regulator.

6 ILLUSTRATIVE CASE STUDY - FINANCIAL SERVICES

The Bank of England compiledML case studies from the firms it regulates [82], and one of the

most common areas of use was credit underwriting. ML is used to support lending decisions,

typically as part of a wider scoring process and sometimes as a direct input to an automated

underwriting process. In this illustrative case study, a European non-bank lender plans to use

an internally developed ML model - without human supervision - to complete credit card un-

derwriting in full. TheMLmodel has access to the applicant’s historical financial data through

interoperabilitywithmultiple banks and is producing apredictionofwhether the applicantwill

default on a payment in the first year.

The firm is aware that creditworthiness assessment is a high-risk use case in the context of

the proposed EUAI Act14 and that it needs to plan for compliance. The firm decides to pursue

harmonized standards compliance and engages an external consultant. The consultant imple-

mentsanAIqualitymanagement systembasedonaharmonizedstandardbutalso tells thefirm

that they also need to consider use-case specific risks in relation to accuracy and human over-

sight, and compliance is not gained automatically from implementing the qualitymanagement

system. Harmonized standards for conformity assessment of creditworthiness models do not

exist yet. However, the consultant is able to provide general requirements and guidance from

cross-sector standards on testing, bias, oversight and quality. The firmengageswith a national

innovation hub for guidance - how can they show that they have sufficient accuracy and over-

sight? The innovation hub is easy to reach but is not able to provide answers. As there are no

harmonized standards covering the use case, and there is no regulatory guidance to refer to

yet, they recommend applying to the local financial services AI sandbox.

While waiting for a response from the sandbox, the firm reviews its internally identified risks.

The accuracy of the model is sufficient for business purposes, however, it is 25% less accurate

for women, which will result in some women being incorrectly denied credit. It is possible for

an applicant to request a human review, but the firm believes it is unlikely many people will

request this.

The firm is accepted into the sandbox and has its first meeting with regulators to scope the

engagement. It is decided that the financial services regulatorwill take the lead. The key sand-

14Annex III 5.b
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box objective for the firm is to identify how to determinewhether 25% lower accuracy for one

gender is acceptable to the regulator, the regulator also wishes to review the risk assessment

to ensure it is complete. The regulator provides a letter confirming they will not take any en-

forcement action in relation to the sandbox discussions, and the firm provides the full risk as-

sessment documentation, training data and test results from theMLmodel to the regulator to

review.

Some time passes, and the regulator calls a

meeting. This time they have added a civil so-

ciety stakeholderwho represents marginalised

groups in financial services. The regulator ex-

plains that in their inspection of the test results,

they were unable to understand how lending

decisionsweremade inmany cases. The civil so-

ciety stakeholderbelieves that there is anunjus-

tified correlation between seasonal income and

a negative lending decision. The regulator also cautions that seasonal income could correlate

withmembership of a protected group and that this should be investigated.

The regulator then provides a short overview of a FinTech test and experimentation facility

that includes synthetically generated historical financial data from across the industry. While

thefirm’s intendedwayof using theMLmodel is novel, the application of predicting creditwor-

thiness is not. The regulator is able to point to a benchmark across several other ML models

that shows less than a 5% accuracy difference between genders. The firm is asked to investi-

gate both of these issues.

A few weeks pass and the firm requests a follow-up meeting, including a senior data scientist.

The data scientist explains changes that have beenmade to themodel that have increased the

likelihoodof seasonalworkersobtaining loans. Theyhavealso retrained theirmodel usingdata

from the test and experimentation facility and have been able to reduce the accuracy differ-

ence between genders to 5%. However, in doing so, the overall accuracy of the model has de-

graded by 10%, which compromises the business case.

Theregulator indicates that thefirmcanstill use themoregenerallyaccuratemodel, but itmust

explain the limitations clearly on the application website and encourage applicants to request

a human review if they believe the decision was incorrect, and they must submit to ongoing

monitoring of the review rate.

Considering this from a business perspective, the firm decides to proceed with the discrimi-

natory but more accurate model. The regulator follows up in writing, providing approval for

the firm to begin transacting, subject to the stated conditions, and reporting backmonthly on
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review statistics.

After six more months and five more meetings between the regulator and the firm, sufficient

reviews are being requested by applicants that the regulator is convinced the appeal mech-

anism is providing a sufficient risk treatment. The firm exits the sandbox with full approval

from financial services and AI regulators.

The financial services andAI regulatorsmeet as a follow-up, and they update regulatory guid-

ance for firmswho are producingML for certain purposes to compare performance to certain

benchmarks. They also publish a report showing how oversight and redress mechanisms can

assist withmitigating the impact of technical issues.

7 CONCLUSIONS

TheEU’s current proposed texts for theAIAct both lay out a vision for a network of sandboxes

across the EU, eachwith different stakeholder groups. At the same time, this is amuch greater

ecosystem of stakeholders than in previously studied FinTech sandboxes. These will need to

’keep up with demand’ and be free to SMEs, which could consume significant resources to de-

liver in practice. It is expected that regulators will struggle with expert capacity in the sand-

boxes.

Given the focus in the literatureputon transparent entry criteria [29], it is notable that the cur-

rent text confirms it will publish criteria but delegates the actual criteria to future implement-

ing acts. The current text also speaks little to themethodsof theAI sandboxes, only compelling

the sandboxes to provide guidance.

Figure 5 below illustrates the key factors that this report highlights that can help ensure regu-

latory sandboxes have a positive impact on innovations, as highlighted throughout this report.

7.1 DEMAND

The proposal for sandboxes in theAI Act needs to also be viewed in the context of othermech-

anisms to place products on themarket:

• Anorganisation can, inmany circumstances, simply self-assess itself against harmonized

standards. However, these standards do not yet exist, and the timeline is in question.

• An organisation can also submit to a conformity assessment review by a notified body, a

process that is required for some high-risk use cases.

• An organisation could submit to an independent third party certification scheme that is

itself in line with harmonized standards.
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Positive impact of

sandboxes on innovation

Throughput

Number of sandboxes

Umbrella sandboxes

Standardised technical transparencymechanisms

Effective decisionmaking

Horizontal harmonized standards agreed

Wide range of stakeholders participate

Vertical harmonized standards agreed

Progressive regulatory approach

Number of benchmarks that exist

Demand

Availability of innovation hubs

Vertical harmonized standards agreed

Speed that regulatory learning is codified into guidance

FIGURE 5: FACTORS DRIVING THE POSITIVE IMPACT OF AI SANDBOXES ON INNOVA-

TION

• An organisation can simply put a product on the market, claiming compliance with the

law.

Put in this context, it would seem unlikely that a sandbox would necessarily be a preferred

route for innovators unless they are breaking new ground. However, if standards are delayed

[83], it may be the cheapest option to get regulatory clarity. If this becomes the case, and san-

boxes do manage to meet demand, then the viability and profitability of notified bodies could

also be threatened [84].

At a national level, it is clear that competent authorities need to invest in national innova-

tion hubs to accompany sandboxes - or other ways for companies to obtain non-binding or

general regulatory comfort.

The availability and effectiveness such mechanisms, and the availability of vertical harmo-

nized standards, are key to ensuring that AI providers and deployers can get advice quickly

andcheaply. However, innovationshubs require regulatoryguidance,which in turn requires

sandboxes.

Without the implementation of vertical harmonized standardswell in advance of theAI Act

taking effect, demand for sandboxes will likely outstrip supply.
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7.2 EFFECTIVEDECISIONMAKING

The sandboxes are also likely to suffer from significant difficulty in making decisions, and the

early lack of a complete set of standardswill increase the pressure on this process. Regulators

will likely be forced to seek guidance from competent authorities, which in turn may need to

seek guidance from the envisaged AI Board, or its independent pool of experts.

To accelerate decision making decisions, and thereby overall efficiency, Europe should en-

able the provision of data into testing and experimentation facilities, leading to benchmarks

of different solutionsa.

aSee section 4.2.2

The provisions for sandboxes to test with real data and users should be clarified in the AI

Act, and a progressive regulatory approach should be useda.

aSee section 4.1.1

Finally, awide range of stakeholders should be involved to input into sandboxes. The Parlia-

ment text is preferred in this regard, however invitations should be extended to civil society

groups in a wider range of scenariosa to make inclusive decisions. They also need to find

ways to involve AI deployers into regulatory sandboxes.

Facilitating the involvement of standardisation experts directly in the sandboxes will also

create positive feedback loops and reduce the cost of enforcement post-standardisation.

This will enable regulators to understand the state of the art of best practices, and stan-

dardisation experts to find gaps in detail and coverage.

aSee section 4.1.2

7.3 THROUGHPUT

Obviously, the number of sandboxes that are mobilised is key - and the Parliament text pro-

poses to increase this by requiring eachmember state to initiate a sandbox. While establishing

an effective enforcement regime at scale is an inevitable challenge, there are opportunities

that regulators can seize. Innovative approaches can help with throughput and accelerating

the objectives of sandboxes.
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It could be possible to create a Testing and Experimentation Facility in relation to trans-

parency of general AI systemmeta-dataa. This facility could leverage theAIAct’s logging re-

quirements to drive RegTech innovations that support governance and regulation through-

out the AI system lifecycle. This facility could also test assurance tools, methods and certi-

ficationmechanisms from third parties. Ultimately, such innovations will reduce the cost of

enforcement, and sandboxes, and enable amore progressive approach to regulation during

product development.

aSee section 4.2

Standardising the exchange of technical information between stakeholders in the complex

AI ecosystem can significantly reduce effort and uncertainty in the assessment process. So-

lutions can range between standardised exchange of ’model cards’, through to standardised

monitoring procedures leveraging the logging requirements of the AI Acta.

aSee section 4.1

Creationof sandboxes that leverage third-party assessment schemes canalleviate resource

demandsa. Focus onparticular sectorswith commonneeds, potentially integratedwith Test

and Experimentation Facilities, can also produce innovative results.

aSee section 4.1.3

Umbrella sandboxes led by industry stakeholders focussed on specific data or policy related

areasmaymaximise efficiency and throughput for all partiesa.

aSee section 4.1.3
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8 APPENDIX:COMPARISONOFCOMMISSIONANDPARLIA-

MENT TEXTS

At the time of writing, there is a Commission [2] and a Parliament [4] version of the AI Act.

Thesediffer in relation to sandboxes in the followingnormativeways. Exceptwhere converted

to normative text, the recitals are not compared.

TOPIC COMMISSION PARLIAMENT

Sandbox defini-

tion

Article 3(44g)

Only defined in recitals A controlled environment estab-

lished by a public authority that

facilitates the safe development,

testing and validation of innovative

AI systems for a limited time before

their placement on the market or

putting into service pursuant to a

specific plan under regulatory super-

vision

Mandate

Article 53, para 1

AI regulatory sandboxes established

by one or more Member States com-

petent authorities or the European

Data Protection Supervisor shall pro-

vide a controlled environment that

facilitates the development, testing

and validation of innovative AI sys-

tems for a limited time before their

placement on the market or putting

into service pursuant to a specific

plan. This shall take place under

the direct supervision and guidance

by the competent authorities with

a view to ensuring compliance with

the requirements of this Regulation

and, where relevant, other Union and

MemberStates legislationsupervised

within the sandbox.

MemberStates shall establish at least

oneAI regulatory sandbox at national

level,whichshall beoperationalat the

latest on the day of the entry into ap-

plication of this Regulation This sand-

box can also be established jointly

with one or several other Member

States;
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Mandate

Article 53 para

1(a) (new)

Not covered AdditionalAI regulatorysandboxesat

regional or local levels or jointly with

other Member States may also be es-

tablished;

Mandate

Article 53 para

1(b) (new)

Not covered The Commission and the European

Data Protection Supervisor, on their

own, jointly or in collaboration with

one ormoreMember States may also

establish AI regulatory sandboxes at

Union level;

Throughput

Article 53 para

1(c) (new)

Not covered Establishing authorities shall allocate

sufficient resources to comply with

this Article effectively and in a timely

manner;

Scope

Article 53 para 1d

(new)

Not covered AI regulatory sandboxes shall, in ac-

cordance with criteria set out in Arti-

cle 53a, provide for a controlled envi-

ronment that fosters innovation and

facilitates the development, testing

and validation of innovative AI sys-

tems for a limited time before their

placement on the market or putting

into service pursuant to a specific

plan agreed between the prospec-

tive providers and the establishing

authority;
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Objectives

Article 53 para

1(e) (new)

Not covered The establishment of AI regulatory

sandboxes shall aim to contribute

to the following objectives: (a) for

the competent authorities to provide

guidance to AI systems prospective

providers providers to achieve regu-

latory compliance with this Regula-

tion or where relevant other applica-

ble Union andMember States legisla-

tion; (b) for the prospective providers

to allow and facilitate the testing and

development of innovative solutions

related to AI systems; (c) regulatory

learning in a controlled environment.

Methods

Article 53, para

1(f) (new)

Not covered Establishing authorities shall provide

guidance and supervision within the

sandbox with a view to identify risks,

in particular to fundamental rights,

democracy and rule of law, health and

safety and the environment, test and

demonstrate mitigation measures

for identified risks, and their effec-

tiveness and ensure compliance with

the requirements of this Regulation

and, where relevant, other Union and

Member States legislation;
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Methods

Article 53, para 1g

(new)

Not covered Establishing authorities shall provide

sandbox prospective providers who

develop high-risk AI systems with

guidance and supervision on how to

fulfil the requirements set out in this

Regulation, so that the AI systems

may exit the sandbox being in pre-

sumption of conformity with the spe-

cific requirements of this Regulation

that were assessed within the sand-

box. Insofar as the AI system com-

plies with the requirements when ex-

iting the sandbox, it shall be pre-

sumed to be in conformity with this

regulation. In this regard, the exit re-

ports created by the establishing au-

thority shall be taken into account by

market surveillanceauthoritiesorno-

tifiedbodies, as applicable, in the con-

text of conformity assessment proce-

dures or market surveillance checks;

Jurisdiction

Article 53, para 2

Member States shall ensure that to

the extent the innovative AI systems

involve the processing of personal

data or otherwise fall under the

supervisory remit of other national

authorities or competent authorities

providing or supporting access to

data, the national data protection

authorities and those other national

authorities are associated to the op-

eration of the AI regulatory sandbox.

Establishing authorities shall ensure

that, to the extent the innovative

AI systems involve the processing

of personal data or otherwise fall

under the supervisory remit of other

national authorities or competent

authorities providing or supporting

access to personal data, the national

data protection authorities, or in

cases referred to in paragraph 1b

the EDPS, and those other national

authorities are associated to the op-

eration of the AI regulatory sandbox

and involved in the supervision of

those aspects to the full extent of

their respective tasks and powers;
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Methods

Article 53 para 3

TheAI regulatory sandboxes shall not

affect the supervisory and corrective

powers of the competent authorities.

Any significant risks to health and

safety and fundamental rights identi-

fiedduring thedevelopment and test-

ing of such systems shall result in im-

mediate mitigation and, failing that,

in the suspension of the development

and testing process until such mitiga-

tion takes place.

The AI regulatory sandboxes shall

not affect the supervisory and cor-

rective powers of the competent au-

thorities, including at regional or lo-

cal level. Any significant risks to fun-

damental rights, democracy and rule

of law, health and safety or the envi-

ronment identified during the devel-

opment and testing of such AI sys-

tems shall result in immediate and

adequate mitigation. Competent au-

thorities shall have the power to tem-

porarily or permanently suspend the

testingprocess, orparticipation in the

sandbox if no effective mitigation is

possible and inform the AI office of

such decision;

Methods

Article 53 para 4

Participants in the AI regulatory

sandbox shall remain liable under

applicable Union and Member States

liability legislation for any harm

inflicted on third parties as a result

from the experimentation taking

place in the sandbox.

Prospective providers in the AI reg-

ulatory sandbox shall remain liable

under applicable Union and Mem-

ber States liability legislation for any

harm inflicted on third parties as a

result of the experimentation taking

place in the sandbox. However, pro-

videdthat theprospectiveprovider(s)

respect thespecificplan referred to in

paragraph 1c and the terms and con-

ditions for their participation and fol-

low in good faith the guidance given

by the establishing authorities, no ad-

ministrative fines shall be imposed by

the authorities for infringements of

this Regulation;
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Jurisdiction

Article 53 para 5

(new)

Member States’ competent authori-

ties that have established AI regula-

tory sandboxes shall coordinate their

activities and cooperate within the

framework of the European Artificial

Intelligence Board. They shall submit

annual reports to the Board and the

Commission on the results from the

implementation of those scheme, in-

cluding good practices, lessons learnt

and recommendations on their setup

and, where relevant, on the appli-

cation of this Regulation and other

Union legislation supervised within

the sandbox.

Establishing authorities shall coordi-

nate their activities and cooperate

within the framework of theAI office;

Establishing authorities shall inform

theAIOfficeof theestablishmentof a

sandbox andmay ask for support and

guidance. A list of planned and exist-

ing sandboxes shall be made publicly

available by the AI office and kept up

todate inorder toencouragemore in-

teraction in the regulatory sandboxes

and transnational cooperation; Es-

tablishing authorities shall submit to

the AI office and, unless the Commis-

sion is the sole establishing authority,

to the Commission, annual reports,

starting one year after the establish-

ment of the sandbox and then every

year until its termination and a final

report. Those reports shall provide

information on the progress and re-

sults of the implementation of those

sandboxes, including best practices,

incidents, lessons learnt and recom-

mendationson their setupand,where

relevant, on the application and pos-

sible revision of this Regulation and

other Union law supervised within

the sandbox. Those annual reports or

abstracts thereof shall bemade avail-

able to the public, online;
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Entry criteria and

methods

Article 53 para 6

The modalities and the conditions

of the operation of the AI regula-

tory sandboxes, including the eligi-

bility criteria and the procedure for

the application, selection, participa-

tion and exiting from the sandbox,

and the rights and obligations of the

participants shall be set out in imple-

menting acts. Those implementing

acts shall be adopted in accordance

with the examination procedure re-

ferred to in Article 74(2).

The Commission shall develop a sin-

gle and dedicated interface contain-

ing all relevant information related

to sandboxes, together with a single

contact point at Union level to in-

teract with the regulatory sandboxes

and to allow stakeholders to raise en-

quiries with competent authorities,

and to seek non-binding guidance on

the conformity of innovative prod-

ucts, services, business models em-

bedding AI technologies; The Com-

mission shall proactively coordinate

with national, regional and also local

authorities, where relevant;

Stakeholders

Article 53 para 6

(new)

Not covered For the purpose of paragraph 1 and

1a, the Commission shall play a com-

plementary role, enabling Member

States to build on their expertise and,

on the other hand, assisting and pro-

viding technical understanding and

resources to those Member States

that seek guidance on the set-up

and running of these regulatory sand-

boxes;
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Entry criteria

Article 53a (new)

1, 2a-c

Not covered 1. In order to avoid fragmentation

across the Union, the Commission,

in consultation with the AI office,

shall adopt a delegated act detailing

the modalities for the establishment,

development, implementation, func-

tioning and supervision of the AI reg-

ulatory sandboxes, including the eli-

gibility criteria and the procedure for

the application, selection, participa-

tion and exiting from the sandbox,

and the rights and obligations of the

participants based on the provisions

set out in this Article;

2. The Commission is empowered to

adopt delegated acts in accordance

with the procedure referred to in Ar-

ticle 73, no later than 12 months fol-

lowing the entry into force of this

Regulation and shall ensure that:

a) regulatory sandboxes are open to

any applying prospective provider of

anAI systemwho fulfils eligibility and

selection criteria. The criteria for ac-

cessing to the regulatory sandbox are

transparent and fair and establishing

authorities inform applicants of their

decisionwithin 3months of the appli-

cation;

b) regulatory sandboxes allow broad

andequal access andkeepupwithde-

mand for participation;

c) access to the AI regulatory sand-

boxes is free of charge for SMEs and

start-ups without prejudice to excep-

tional costs that establishing authori-

ties may recover in a fair and propor-

tionatemanner;
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Stakeholders

Article 53a

(new)(d)

Not covered regulatory sandboxes facilitate the

involvement of other relevant actors

within the AI ecosystem, such as no-

tified bodies and standardisation or-

ganisations (SMEs, start-ups, enter-

prises, innovators, testing and exper-

imentation facilities, research and ex-

perimentation labs and digital inno-

vation hubs, centers of excellence, in-

dividual researchers), in order to al-

low and facilitate cooperation with

the public and private sector;

Methods

Article 53a (new)

(e-g)

Not covered e) they allow prospective providers

to to fulfil, in a controlled environ-

ment, the conformity assessment

obligations of this Regulation or the

voluntary application of the codes of

conduct referred to in Article 69;

(f) procedures, processes and ad-

ministrative requirements for appli-

cation, selection, participation and

exiting the sandbox are simple, easily

intelligible, clearly communicated in

order to facilitate the participation of

SMEs and start-ups with limited legal

and administrative capacities and are

streamlined across the Union, in or-

der to avoid fragmentation and that

participation in a regulatory sandbox

established by a Member State, by

the Commission, or by the EDPS is

mutually and uniformly recognised

and carries the same legal effects

across the Union;

g) participation in the AI regulatory

sandbox is limited to a period that is

appropriate to the complexity and

scale of the project.
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Scope

Article 53a (new)

(h)

Not covered the sandboxes shall facilitate the de-

velopment of tools and infrastructure

for testing, benchmarking, assessing

and explaining dimensions of AI sys-

tems relevant to sandboxes, such as

accuracy, robustness and cybersecu-

rity as well as minimisation of risks to

fundamental rights, environment and

the society at large

Innovations hubs

and TEFs

Not covered Prospective providers in the sand-

boxes, in particular SMEs and start-

ups, shall be facilitated access to

pre-deployment services such as

guidance on the implementation

of this Regulation, to other value-

adding services such as help with

standardisation documents and cer-

tification and consultation, and to

otherDigital SingleMarket initiatives

such as Testing & Experimentation

Facilities, Digital Hubs, Centres of

Excellence, and EU benchmarking

capabilities;

Data privacy

Article 54 para 1

In the AI regulatory sandbox per-

sonal data lawfully collected forother

purposes shall be processed for the

purposes of developing and testing

certain innovative AI systems in the

sandbox under the following condi-

tions:

In theAI regulatory sandboxpersonal

data lawfully collected for other pur-

poses may be processed solely for

the purposes of developing and test-

ing certain AI systems in the sandbox

when all of the following conditions

aremet:

Europe’s AI Sandboxes: Navigating Regulatory Evolution 50



October 2, 2023

Public interest

Article 54 para

1(a)

the innovative AI systems shall be de-

veloped for safeguarding substantial

public interest in one or more of the

following areas:

AI systems shall be developed for

safeguarding substantial public inter-

est in one ormore of the following ar-

eas:

(ii) public safety and public health, in-

cluding disease detection, diagnosis

prevention, control and treatment;

(iii) a high level of protection and im-

provement of the quality of the en-

vironment, protection of biodiversity,

pollution as well as climate change

mitigation and adaptation;

(iii a) safety and resilience of trans-

port systems, critical infrastructure

and networks.

Public interest

Article 54 para

1(a)

the prevention, investigation, detec-

tion or prosecution of criminal of-

fences or the execution of criminal

penalties, including the safeguarding

against and the prevention of threats

to public security, under the control

and responsibility of the competent

authorities. The processing shall be

based onMember State orUnion law;

deleted

Public interest

Article 54 para

1(c)

there are effective monitoring mech-

anisms to identify if any high risks

to the fundamental rights of the data

subjects may arise during the sand-

box experimentation as well as re-

sponse mechanism to promptly mit-

igate those risks and, where neces-

sary, stop the processing;

there are effective monitoring mech-

anisms to identify if any high risks to

the rights and freedoms of the data

subjects, as referred to in Article

35 of Regulation (EU) 2016/679

and in Article 35 of Regulation (EU)

2018/1725 may arise during the

sandbox experimentation as well as

response mechanism to promptly

mitigate those risks and, where nec-

essary, stop the processing;
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Public interest

Article 54 para

1(d)

any personal data to be processed

in the context of the sandbox are in

a functionally separate, isolated and

protected data processing environ-

ment under the control of the par-

ticipants and only authorised persons

have access to that data;

any personal data to be processed

in the context of the sandbox are

in a functionally separate, isolated

and protected data processing en-

vironment under the control of the

prospective provider and only autho-

rised persons have access to that

those data;

Public interest

Article 54para1(f)

any processing of personal data in the

context of the sandbox do not lead

tomeasuresordecisionsaffecting the

data subjects;

any processing of personal data in

the context of the sandbox do not

lead to measures or decisions affect-

ing the data subjects nor affect the

applicationof their rights laid down in

Union law on the protection of per-

sonal data;

Public interest

Article 54 para

1(g)

any personal data processed in the

context of the sandbox are deleted

once the participation in the sandbox

has terminated or the personal data

has reached the end of its retention

period;

any personal data processed in the

context of the sandbox are protected

by means of appropriate technical

and organisational measures and

deleted once the participation in

the sandbox has terminated or the

personal data has reached the end of

its retention period;

Public interest

Article 54 para

1(h)

the logs of the processing of personal

data in the context of the sandbox are

kept for the duration of the participa-

tion in the sandboxand1yearafter its

termination, solely for the purpose of

and only as long as necessary for ful-

filling accountability and documenta-

tion obligations under this Article or

other application Union or Member

States legislation;

the logs of the processing of personal

data in the context of the sandbox are

kept for the duration of the participa-

tion in the sandbox;

Public interest

Article 54 para 1(j)

a short summary of the AI project de-

veloped in the sandbox, its objectives

andexpected resultspublishedon the

websiteof the competent authorities.

a short summary of the AI system

developed in the sandbox, its objec-

tives, hypotheses, and expected re-

sults, published on the website of the

competent authorities;
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Entry criteria

Article 54a

(new)(1)

Not covered Member States shall promote re-

search and development of AI

solutions which support socially

and environmentally beneficial

outcomes, including but not lim-

ited to development of AI-based

solutions to increase accessibility

for persons with disabilities, tackle

socio-economic inequalities, and

meet sustainability and environmen-

tal targets, by:

(a) providing relevant projects with

priority access to the AI regulatory

sandboxes to the extent that they

fulfil the eligibility conditions;

(b) earmarking public funding, includ-

ing from relevant EU funds, for AI

research and development in support

of socially and environmentally ben-

eficial outcomes;

(c) organising specific awareness rais-

ing activities about the application

of this Regulation, the availability

of and application procedures for

dedicated funding, tailored to the

needs of those projects;

(d) where appropriate, establishing

accessible dedicated channels, in-

cluding within the sandboxes, for

communication with projects to

provide guidance and respond to

queries about the implementation of

this Regulation.

Member States shall support civil

society and social stakeholders to

lead or participate in such projects;
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Entry criteria

Article 55 para

1(a)

provide small-scale providers and

start-ups with priority access to

the AI regulatory sandboxes to the

extent that they fulfil the eligibility

conditions;

provide SMEs and start-ups, estab-

lished in the Union, with priority ac-

cess to the AI regulatory sandboxes,

to the extent that they fulfil the eligi-

bility conditions;

Entry criteria

Article 55 para

1(b)

organise specific awareness raising

activities about the application of this

Regulation tailored to the needs of

the small-scale providers and users;

organise specific awareness raising

and enhanced digital skills develop-

ment activities on the application of

this Regulation tailored to the needs

of SMEs, start-ups and users;

Innovation hubs

Article 55(c)

where appropriate, establish a ded-

icated channel for communication

with small-scale providers and user

and other innovators to provide

guidance and respond to queries

about the implementation of this

Regulation.

utilise existing dedicated channels

andwhereappropriate, establishnew

dedicated channels for communica-

tion with SMEs, start-ups, users and

other innovators to provide guidance

and respond to queries about the

implementation of this Regulation;

Jurisdiction

Article 56b (new)

Not covered The AI Office shall carry out the fol-

lowing tasks: .... j) assist authorities in

the establishment and development

of regulatory sandboxes and to facil-

itate cooperation among regulatory

sandboxes;
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9 ABOUT FORHUMANITY

ForHumanity is a 501(c)(3) non profit organisation and ForHumanity Europe is a French 1901

Association, dedicated to addressing risk associated with Ethics, Bias, Privacy, Trust, and Cy-

bersecurity in artificial intelligence and autonomous systems.

ForHumanity uses an open and transparent process that draws from a pool of over 1600+ in-

ternational contributors from 89 countries to construct audit criteria, certification schemes,

and educational programs for legal and compliance professionals, educators, auditors, devel-

opers, and legislators to mitigate bias, enhance ethics, protect privacy, build trust, improve

cybersecurity, and drive accountability and transparency in AI, algorithmic and autonomous

(AAA) systems. ForHumanity works to make AAA Systems safe for all people and makes it-

self available to support government agencies and instrumentalities tomanage risk associated

with AI and autonomous systems.

Our mission is to examine and analyse downside risk associated with the ubiquitous advance of AI,

algorithmic and autonomous systems andwhere possible to engage in riskmitigation tomaximise the

benefits of these systems… ForHumanity.

ForHumanity Europewas supported by Huawei UK in the production of this report.
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